היי עמוס  
אספתי כמה קישורים בכל נושא שאני חושב שהם עוזרים לחדד את ההבנה בקורס   
אני אישית הייתי שמח אם היו נותנים לי את הקישורים האלה בתחילת הקורס ככה שהייתי יכול להגיע לכל הרצאה יותר מוכן ועם קצת הבנה  
לכן אני שולח לך אותם כרצון לשפר את הקורס ומקווה שתפרסם אותם בתחילת הקורס הבא  
  
יום טוב  
אורן

Linear and logistic regression:  
  
Linear regression - short blog - <http://adit.io/posts/2016-02-20-Linear-Regression-in-Pictures.html>

logistic regression - short blog - <http://adit.io/posts/2016-03-13-Logistic-Regression.html>

general neural network and CNN:

3blue1brown  - general explanation - its a MUST - <https://youtu.be/aircAruvnKk>

Siraj Raval - full tutorial with code in numpy and math explained in details - <https://www.youtube.com/playlist?list=PL2-dafEMk2A7mu0bSksCGMJEmeddU_H4D>

computerphile - general deep learning - <https://youtu.be/l42lr8AlrHk>

computerphile -  deep learning motivation - <https://youtu.be/py5byOOHZM8>

computerphile - cnn in the big picture - <https://youtu.be/BFdMrDOx_CM>

computerphile - how do cnn filters work - <https://youtu.be/C_zFhWdM4ic>

Brandon Rohrer - Deep Learning Demystified -<https://youtu.be/Q9Z20HCPnww>

Brandon Rohrer - How Convolutional Neural Networks work - <https://youtu.be/FmpDIaiMIeA>  
  
  
RNN:

Brandon Rohrer - Recurrent Neural Networks (RNN) and Long Short-Term Memory (LSTM) - <https://youtu.be/WCUNPb-5EYI>

Chris Olah's - very good explanation of RNN and LSTM - <http://colah.github.io/posts/2015-08-Understanding-LSTMs/>

Guillaume Chevalier - Attention Mechanisms - <https://youtu.be/QuvRWevJMZ4>

Chris Olah's - very good explanation of RNN and Attention Mechanisms - <https://distill.pub/2016/augmented-rnns/#neural-programmer>

Siraj Raval - regular RNN with code in numpy and math explained in details - <https://youtu.be/BwmddtPFWtA>

Siraj Raval - RNN LSTM with code in numpy and math explained in details - <https://youtu.be/9zhrxE5PQgY>

RL ; Q-learning, monte-carlo :  
  
Siraj Raval - Q Learning Explained - <https://youtu.be/aCEvtRtNO-M>  
  
Siraj Raval - monte-carlo - <https://youtu.be/-YpalutQCKw>

advantages of temporal difference learning - <https://www.quora.com/What-are-some-advantages-of-temporal-difference-learning-and-how-can-it-be-improved>

policy iteration vs value iteration - <https://www.quora.com/How-is-policy-iteration-different-from-value-iteration>

difference between value iteration and policy iteration - <https://stackoverflow.com/questions/37370015/what-is-the-difference-between-value-iteration-and-policy-iteration>

on-policy vs off-policy - <https://www.quora.com/What-is-difference-between-off-policy-and-on-policy-in-reinforcement-learning>

on-policy vs off-policy - <https://stats.stackexchange.com/questions/184657/what-is-the-difference-between-off-policy-and-on-policy-learning?rq=1>

model based vs model free - <https://www.quora.com/What-is-the-difference-between-model-based-and-model-free-reinforcement-learning>

Auto-Encoders, Embedding and Word2Vec :

Siraj Raval - Autoencoder - <https://youtu.be/H1AllrJ-_30>  
  
Autoencoder - <https://hackernoon.com/autoencoders-deep-learning-bits-1-11731e200694>

macheads101 -Word Embeddings - <https://youtu.be/5PL0TmQhItY>  
  
overview of word embeddings  - <http://blog.aylien.com/overview-word-embeddings-history-word2vec-cbow-glove/>  
  
  
Generative Adversarial Networks:

Siraj Raval - Generative Adversarial Nets - <https://youtu.be/deyOX6Mt_As>

computerphile - Generative Adversarial Networks - <https://youtu.be/Sw9r8CL98N0>

Generative Adversarial Networks - <http://kvfrans.com/generative-adversial-networks-explained/>

Back Propagation:

3blue1brown  - Back Propagation - <https://youtu.be/Ilg3gGewQ5U>

general:

stanford - <http://cs231n.stanford.edu/syllabus.html>:  
  
Andy P. - CYK Algorithm - <https://youtu.be/b98Uyj7JHIU>